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ISSUE: Conducting dredging and dredged
material disposal operations in an environmen-
tally sustainable manner can require address-
ing issues that involve the amount of sediment
in suspension, and the depth, movement, and
settling of suspended material clouds. Acous-
tic instrumentation has been shown to be capa-
ble of producing near-synoptic measurements
of currents and suspended sediments. Acous-
tic measurement of currents is well-estab-
lished and documented. To apply acoustic
technology to monitoring suspended sedi-
ments at dredging and disposal sites, the rela-
tionship between acoustic measurements and
suspended sediment concentrations must also
be determined.

RESEARCH: One of the primary objectives
of the Dredging Research Program (DRP)
work unit entitled “Measurement of Entrain-
ment and Transport” is to develop methods,
procedures, and equipment for monitoring sed-
iment plumes associated with dredging and
dredged material disposal operations in open
water. The work unit has developed the
acoustic PLUme MEasurement System
(PLUMES) for this monitoring. To determine

the relationship between PLUMES acoustic
measurements and suspended sediment con-
centrations, a laboratory sediment calibration
experiment was conducted.

SUMMARY: An experimental laboratory
study of acoustic backscattering from particles
equivalent in size to those commonly found at
dredging and dredged material disposal sites
was conducted. A calibration chamber was
designed and built. Particles were suspended
in the chamber, and backscatter and attenua-
tion measurements were made. The experi-
ment was successful for particles ranging in
size from 38-850 um at nominal concentra-
tions of 5 to 1,000 mg/l.

AVAILABILITY OF REPORT: Copies of
the report are available through the Interlibr-
ary Loan Service from the U.S. Army Engi-
neer Waterways Experiment Station (WES)
Library, telephone number (601) 634-2355.
National Technical Information Service
(NTIS) report numbers may be requested
from WES Librarians. To purchase a copy of
the report, call NTIS at (703) 487-4780.
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Chapter 1

1 Introduction

The purpose of the Plume Measurement System (PLUMES) project is
to develop instrumentation that can help determine the fate of sediments
discharged during dredging and dredged material disposal operations.
PLUMES uses acoustic backscatter instruments to provide near-synoptic
data on the three-dimensional spacial distribution of suspended sediment.
Advantages of acoustic systems in this context are: a) they are remote
sensing and thereby non-interfering, b) they have long ranges (10-100 m),
and c) they are suitable for mounting on surface vessels. The information
provided by these systems is a significant improvement on that obtained
using only water sampling and single-point measurement devices.

The disadvantage of using acoustic backscatter systems is that the back-
scattered signal is not a direct measurement of the concentration of sus-
pended sediments. Instead, the strength of the backscattered signal is a
function of size, density, and elasticity of the material. Size dependency
poses the greatest problem since, unlike the density and elasticity of the
sediment, it can rarely be determined a priori. The distribution of the
sizes of sediment particles in suspension can exhibit temporal and spacnal
variations that undermine key assumptions incorporated in the equations
used to calculate concentration.

To determine the relationship between PLUMES acoustic measure-
ments and suspended sediment concentrations, a sediment calibration ex-
periment was undertaken by RD Flow at their facility in San Diego, CA.
A sediment calibration chamber was built, along with a pool for trans-
ducer calibration. Sand crystals and glass beads were sieved into different
size classes and suspended in the sediment calibration chamber, at differ-
ent concentration levels. The water was ensonified with short acoustic
pulses at two frequencies (600 kHz and 2 MHz) and acoustic backscatter
was measured. Acoustic backscatter was related to measurements of sus-
pended sediment concentration in the chamber determined using water
samples drawn from the chamber.

Details of the experimental setup and procedures are described in Chap-
ter 2. Repeatability of the experiments and validity of the results are de-
scribed in Chapter 3. In Chapter 4, the range calibration, including a
numerical model to describe the acoustic near field, as well as the transmit
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and receive calibrations of the systems, are described. In Chapter 5, the
results of the calibration experiment are presented. Descriptions of how
data were prepared and presented for analysis are given, along with exam-
ple presentations. Complete data presentations are in Appendixes A, B,
and C. Descriptions include details of the data processing procedures, as
well as comparisons of the results with scattering models. Finally, in
Chapter 6, main findings are summarized and implications for the perfor-
mance of the PLUMES system in typical monitoring situations are
discussed.
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2 Description of Calibration
Experiment

This chapter describes the calibration facility and the experimental pro-
cedures, with reference to the considerations that went into their design.
The first two subsections give an overview of the calibration chamber and
its characteristics. The remaining subsections describe the calibration
procedures.

Calibration Chamber

The primary requirement for the design of the calibration facility was
to create a region of uniformly distributed sediment over a sufficiently
large volume for the instruments to make accurate measurements without
being affected by the walls of the chamber. This was accomplished by tak-
ing advantage of the narrow beam width of the acoustic systems and the
predictable fall velocities of the particles. Figure 1 shows a general over-
view of the calibration chamber. It is constructed from a piece of clear
cast acrylic tubing 8 ft tall (2.4 m), with an outer diameter of 18 in.

(0.46 m), and a wall thickness of 1/4 in. (6.4 mm). Sediments were in-
jected at the top of the tube, fell through the water column to the bottom,
and then were pumped back up to the in-
lets at the top. The bottom of the tube is
fitted with a funnel that channels the sedi-
ment into a small tube for pumping. The

sediment and water were pumped PO N~ Sediment Intete
through 1/2-in. (12.7-mm) tubing, using
a peristaltic pump to avoid entrainment Clear Acryl e T
of air into the circulation system. s
Return Lire

At the top of the tank, the main return
line is split into four separate lines and
directed into the tank as shown in Fig- Fuwe! to Collect
ure 2. The pumping velocity in the main Seatmerts PerTstaitic Mmp
return line is about 1.7 m/sec. The main

return line splits into four separate lines Figure 1. Overview of the calibration facility
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Sediment Iniets with Rotors

Sediment inlets

Irring
Rotors

Stirring
Rotors

Sediment Inlets

Figure 2. Calibration chamber recirculating and stirring system

feeding into four inlets at the top of the tank. The ends of these four in-
lets are 80 percent blocked to increase the velocity of the sediments at the
inlets and thereby create more uniform mixing. When calibration runs
were done using larger particles (greater than 150 pm), additional mixing
was required. This was accomplished by using four mechanical rotors in-
serted next to each of the inlet tubes. These rotors produced a nearly uni-
form distribution of particles up to 850 um in diameter.

In addition to the normal sediment return line, the tank has a set of fil-
ters that can be switched in line to remove sediment from the system when
data collection is complete. These are placed immediately after the pump,
and controlled by a set of Y-valves. Filtering time varies ith sediment
size and type, requiring from 30 min to as long as 8 hr.

Nominal Sediment Concentration

The calibration facility is a closed system, mass is conserved, and con-
centration can be estimated using the geometry of the tank, the sediment
fall velocities, and the flow velocity in the main r=turn line. These param-
eters are described in Table 1.
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Table 1

Calibration Chamber Parameters

Parameter Description Value

A, Cross-sectional area of acryiic pipe 0.155 m?
L, Effective length of acrylic pipe 235m

v, Sediment fall velocity 0-9 cmsec
A, Cross-sectional area of main retum line 127 em?
L, Effective length of retum line 7.32m

v, Sediment velocity in main retum fne 1.7 m/sec
C, Sediment concentration in calibration chamber | 0-2,000 mgA

For the calibration facility, conservation of mass includes the requirement
that no sediment is trapped in the system. An estimate of the concentra-
tion in the chamber can be made by assuming that the tank reaches an
equilibrium where the sediment flux across any cross section is constant.
If M is the total mass of sediment added, the estimated (or nominal) con-
centration can be expressed as:

M ¢))

Vl
@)+ &+ L * )

C =

where the dimensions of the subscripted parameters are given in Table 1.
Equation 1 provides a general relationship between sediments added and
concentration in the tank. It is sufficiently accurate to provide a guideline
for how much material should be added to reach a desired concentration.
To accurately measure the sediment concentrations in the calibration cham-
ber, a pump-out water sampling system was used to provide water samples
for gravimetric determination of sediment concentration. The pump-out
system is described in the section titled “Water Sampling” in Chapter 2
and the section titled “Repeatability Gravimetric Analysis” in Chapter 3.
Chapter 3 presents comparisons between nominal and measured concentra-
tions for different types of sediments.

Separating Uniform Size Classes

A motorized sieving system, model CL-305A, made by Soiltest Inc.,
was used to separate the material into uniform size classes. Fourteen sieve
sizes were used. A summary of materials and size classes tested is given
in Table 2.
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The two types of silica described in

Table 2 Table 2 were obtained from different
Types and Classes of Materials Tested manufacturers, and, before sieving, had

different size distributions. After siev-

ing, overlapping size classes were used
Crystal White Silica Sand (‘CWSS") | 600-850 for comparison. For the glass spheres,
m the original manufacturers’ size classes
300-355 were used with additional classes created
f;g_g?g by sieving.
125-180
106-125 When sieving material, up to six
75108 sieves were used at one time, stacked up
Sil-Co-Sil Ground Silica (“Silica”) 125-180 in order of increasing size. A small
g:‘gg amount of material (typically 150 g) was
45- 63 placed in the top (largest) sieve, and the
38- 45 machine ran for 10 to 15 min. The mate-

Glass Spheres (‘Glass Beads" or 590-840 rial was removed and stored by size

“Beads”) 500-600 class. Each sieve was brushed to remove

ﬁ% trapped particles every time it was used.
210-297 Sieving followed procedures recom-
149-210 mended by the American Society for Test-
"7’2:}32 ing and Materials.

53- 74

45- 53

38- 45

Sediment Sample Preparation

Early experiments showed that adding sediments directly to the tank
did not produce repeatable results. Small air bubbles entrained with the
particles affected the acoustic measurements. A standard procedure was
developed to prepare samples before they were added to the chamber.

First, the desired mass of a particular size class was weighed and added
to a cup of water. The mixture was stirred thoroughly, then placed in a
vacuum chamber for 5 min. The vacuum chamber was kept at approxi-
mately 29 in. (73.7 cm) of mercury, enough to vigorously boil the water
without losing material. The samples were then added to the tank. Typi-
cally, all samples for a particular type and size class were prepared at the
beginning of an experiment, then added as needed over the course of the
experiment. For very fine sediments (less than 38 um), the samples
would be added to an electric blender and gently stirred to break up larger
groups, then degassed for a period of 10 min. After degassing they were
gently stirred in the blender, taking care not to entrain air into the mixture.
Several experiments were performed with the fine sediments before deter-
mining that this procedure gave the most repeatable results.
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Experimental Procedure

Table 3 shows the standard masses added for all sediment types, along
with the nominal concentrations. These weights were used on all runs, ex-
cept when there was insufficient material to achieve the highest concentra-
tions. For some sediment types, particularly very small grain sizes, the
concentrations were taken to a higher level than stated in the table.

mﬁm Amounts of Sediments Added During Runs
Nominal

Run Sediment Added,g | Total Sediment, g Concentration, mg/)
00 0 0 0

01 2 2 5
02 3 5 13
03 5 10 25
04 10 20 50
05 30 50 125
06 50 100 250
07 100 200 500
08 200 400 1,000

Every run began with data collection in a clear tank, first with the 600-
kHz system and then with the 2-MHz system. Both the backscatter and
the reflected signal from the bottom of the tank were recorded. In addi-
tion, a water sample was collected to provide a background check of the
concentration. Sediment was then added to the top of the tank, and al-
lowed to mix and reach equilibrium after a period of between 10 and 25
min, depending on size and type. Another data set was then recorded, and
a water sample collected. The procedure was repeated for all concentra-
tion levels. Each complete cycle of nine runs typically took 3 to 5 hr.

Water Sampling

Each water sample contained 4 L of water. Since the smallest nominal
concentration was 5 mg/l, a 4-1 sample had about 20 mg of sediment, al-
lowing for reasonably accurate gravimetric analysis.

The samples were drawn through a 1/4-in. (6.4-mm) inner diameter
J-tube placed approximately 1 in. (2.54 cm) from the center axis of the
tank, approximately 0.7 m above the bottom, using a self-priming
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peristaltic pump with approxi-
mately 2.8 1/min capacity. The J-
tube ensures that the inlet to the
tube is oriented into the direction
of fall of the particles (Figure 3).
The pump produces a fluid and
sediment velocity in the tube of
approximately 1.7 m/sec, suffi-
ciently high to ensure accurate
sampling (see the section titled
“Repeatability - Gravimetric
Analysis” in Chapter 3). Aftera
4-1 sample was drawn from the
tank, the sediment was allowed to
settle. For larger sediments, ex-
cess water was poured off and the
sediment was transferred to
smaller containers. For smaller
sediments (i.e., less than 75 um),
the samples were processed di-
rectly from the 4-1 containers.

Gravimetric Analysis

Water Sampling system

1/4" Tubing

J-tube

C

Pump

Lrj-zknr'

le Container
samp , Pump

Figure 3. Overview of water-sampling system

The samples were filtered through preweighed glass fiber filter paper
manufactured for gravimetric analysis. Each filter was dried and weighed
to determine total mass. A dual-range balance was used, with a stated ac-
curacy of 1 mg for a maximum capacity of 40 g, and a stated accuracy of
10 mg for a maximum capacity of 400 g. Accuracy and repeatability of
the analysis are discussed in the section titled “Repeatability - Water Sam-
pling” in Chapter 3. Samples were typically processed within 48 hr of

data collection.

Description of Acoustic Systems

Backscatter data were collected by the two acoustic systems. The 600-
kHz system’s actual operating frequency was 614.4 kHz. The systems
used different signal processing schemes and transmit pulse configura-
tions. System parameters are summarized in Table 4.
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Table 4
System Parameters for the Two Acoustic Systems Used During the

PLUMES Calibration Experiment
System Property 600-kHz System 2-MHz System

Frequency 614,400 Hz 2,000,000 Hz

Ceramic diameter 10.16 cm 3.175cm

Beam width 1.46 deg 1.56 deg

Processing circuitry Linear amplifier with /D board | RSSI logarithmic processor
Dynamic range 100 dB otal; 40 dB per data set | 70 dB total; 70 dB per data set

Transmit code element length | 2 carmier cydles (3.26 psec) 16 carrier cycles (8 usec)

Transmit pulse - backscatter 6.51 psec (2 code elements) 8 usec (1 code element)
mode

Transmit puise - attenuation 208 psec (64 code elements) 112 psec (14 code elements)
mode

The 600-kHz system has a single circular transducer with a diameter of
10.16 cm, profiling vertically along the tank axis. This system collects
vertical profiles of data in two transmit configurations. The two configu-
rations are referred to as backscatter and bottom attenuation modes. In
the backscatter mode, the system transmits two in-phase code elements
(four carrier cycles, or 6.51 psec at 614.4 kHz), providing high resolution
backscatter data. In the bottom attenuation mode, a resistor is used in line
with the transmit pulse to reduce transit power by approximately 35 dB, al-
lowing the system to measure the bottom return without hard limiting.

For bottom measurements, the system transmits 64 in-phase code elements
(creating a total pulse length of 208 psec) to produce a repeatable and sta-
ble bottom return. This mode was included in the experiment to make a di-
rect measurement of the attenuation of the acoustic signal in the tank.

The section titled “Correction for particle attenuation” in Chapter 5 de-
scribes how attenuation data were used to correct the backscatter measure-
ments. The section titled “Receiver Response” in Chapter 4 provides a
detailed description of the processing circuitry. A detailed description of
code elements and the acoustic signal, applicable to both systems, can be
found in Brumley et. al. (1991).

Data from the 600-kHz system were processed to produce records of
the relative backscatter level. First the raw 600-kHz data, sampled at
2 MHz, were reduced using a simple RMS filter to either 5-cm bins (for
the backscatter profile), or 1-cm bins (to allow sufficient resolution of the
bottom return). RMS levels were adjusted to account for the pre-amplifier
gain setting and the sensitivity of the analog to digital (A/D) converter
board. Linear profiles were averaged to produce a mean profile, and then
converted to a decibel (dB) scale.
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The 2-MHz system also has a single circular transducer. The diameter
of the ceramic is 3.175 cm. As with the 600-kHz system, the 2-MHz sys-
tem collects data in two different transmit configurations: the backscatter
profile mode and the bottom attenuation. In the backscatter mode, the sys-
tem alternates between a single code element pulse (1 code element equals
16 carrier cycles, or 8 sec at 2.00 MHz) for fine resolution backscatter in-
formation, and a series of two single pulses separated by a time lag to
allow for Doppler velocity calculations. In the bottom attenuation mode,

a 14-code element (112-psec) pulse produces a reproducible bottom re-
turn. Again, the bottom return is a measure of the integrated attenuation
in the tank. The 2-MHz receiver circuitry provides amplitude information
in logarithmic units every 16 psec, corresponding to 1.18-cm vertical reso-
lution. Data \.om the 2-MHz system were stored in 1.18-cm increments

in units of dB. Circuity is described in detail in the section titled “Re-
ceiver Response” in Chapter 4.
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3 Experimental Accuracy
and Repeatability

Uniform Concentration

The primary concern at the beginning of the calibration experiment was
whether uniform distributions of particles could be produced in the calibra-
tion chamber. For the larger particles, significant spatial variations in con-
centration were visually observed in early runs and a significant amount
of time was spent rectifying the situation.

The first time large particles were used, visual and acoustical observa-
tions of the concentration distributions in the calibration chamber showed
the situation to be unacceptable. Figure 4 shows the acoustic signature of
what was observed. The figure shows the average (100 pings) signal lev-
els on top of an “ideal” curve, representing an empirical model of the

.38 - . —_

dB
&

“Ideal curve”

Distance (m)

Figure 4. Initial anomalies in the intensity profile
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transmission losses due to spreading and water absorption, but does not in-
clude particle attenuation (see the section titled “Modelling” in Chapter 4
for a discussion of the loss mechanisms). The figure shows anomalous
“dips” in the measured vertical profile, representing significant vertical
variations in the particle concentration along the center line of the calibra-
tion chamber. It was hypothesized that the inhomogeneous distribution
was causcd by a helical circulation pattern set up by the inlet jets.

Two experiments were conducted to test this hypothesis. In the first ex-
periment, different inlet configurations were tried (500 pings for each of
five different jet configurations). Each jet configuration either had a dif-
ferent orifice size (the larger the opening, the lower the inlet velocity) or
the jets were pointing in slightly different directions. Every 500-ping file
was separated into five ensembles of 100 pings each and the results are
plotted in Figure 5. Data from each jet configuration have been offset by
15 d3 in the plot. As can be seen in the figure, configurations 1 and 2
show strong anomalous areas between 50 and 150 cm from the transducer,
whereas configurations 3-5 seem to be relatively stable and have a shape
in general agreement with the “ideal” curve shown in Figure 4.

The second test looked at the temporal evolution of the scattering level
in the calibration chamber. Five 300-ping data files were collected over a
period of 30 min without changing the concentration or the jet configura-
tion. The jets were set to minimize variations along the center line; these
are referred to as “centered jets.” In the time period between 30 and
45 min into the run, two additional 300-ping files were collected with a jet
configuration known to create a helical circulation pattern; these are re-
ferred to as “skewed jets.” After offsetting the two last runs from the first

40 ' T

%) 30 l . -

S i—ﬁe_—z_’ar—_ng \

';. K 5 P / \Iet b

_3 10— : ‘ — T

AN A

: %W [\ Vers

§ .: \:\fro\’s \Jet 2

- i~ s

T 40 N \% ng ﬁ Vet 1
-0 50 100 150 200 250 300

distance - cm

Figure 5. Five 100-ping ensembles collected with five ditferent jet
configurations
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five runs by 10 dB, the data were plotted in Figure 6. In the first set of fif-
teen 100-ping averages with centered jcts, only one profile (the last one)
shows an indication of the “anomaly” around 80-100 cm from the trans-

ducer, whereas all six profiles taken with skewed jets show strong vertical
variations.

The results of these two tests support the hypothesis that the inhomoge-
neous concentration distribution in the calibration chamber was caused by
a helical circulation pattern set up by the inlet jets. To remedy the situa-
tion, mixing of sediments and water near the inlets needed to be increased
without adversely affecting acoustic backscatter. After some preliminary
experiments with different types of rotors, one electrical rotor was placed
in front of each of the four inlets (Figure 2). With the rotors there was an
immediate improvement in the distribution of the larger particles. The pre-
viously observed spatial patterns became much weaker, both as measured
acoustically and as visually observed. On the negative side, it was noted
that the electronic noise level went up by several dB for both systems
(600-kHz, 2.5 dB; 2-MHz, 7 dB), and the rotors introduced additional con-
taminating particles. To minimize the adverse effect of the added noise,
the rotors were not used for the smallest particles. Fortunately, the rotors
were not needed for the smaller particles, because the lower fall velocities
of the smaller particles (less than 150 um) allowed the particles more time

to disperse, creating a uniform sediment concentration distribution with-
out using rotors.

The effectiveness of the system, reconfigured to include rotors in front
of the inlet jets, was formally tested using silica sand of size 212-300 um.
Runs made with and without rotors were compared; these are shown in

=20

<25

-30

5*3*100 pings - centered jets

-35

Intensity - bottom series offset by -10 dB

() 50 100 150 200 250 300

Figure 6. Data in upper half collected before inlets were skewed (data in
lower half)
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Figures 7 and 8. The runs were carried out in exactly the same way, using
eight different concentrations varying from approximately S mg/l to

1,000 mg/l. Vertical profiles for each of the eight runs are shown in the
figures. The figures show that the large anomalies present in the calibra-
tion chamber without rotors are no longer detectable when the rotors are
used. It was concluded that the rotors effectively distribute the sediment

uniformly in the calibration ¢

hamber.
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Repeatability - Acoustics

A consequence of the limited time available to complete the calibration
experiment was that the repeatability issue had to be addressed through a
series of select tests rather.than by reproducing every run. The identified
areas of concern were (a) questions about the required waiting period be-
fore starting data collection, (b) temporal stability of the acoustic data,
(c) sensitivity to transducer mounting position, and (d) repeatability of a
complete run.

Temporal stabllity

An average backscatter profile was derived from a statistical mean of
100 ping ensembles (for a more complete description of data processing,
see the section titled “Mean profiles” in Chapter 5). When the propellers
were operating, intensity data were collected 10 min after the particles
were added. For smaller particles, this waiting period was extended to be-
tween 15 and 25 min.

To test if the intensity profiles remained constant over time, a special
test using 212-pum sand with the 600-kHz system was designed and carried
out. First, a background data set was collected. Then, 20 g of sand were
added to the calibration chamber and twelve 100-ping data sets were col-
lected at 10-min intervals. Each 100-ping ensemble was averaged without
range-dependent corrections (i.e., spreading, absorption, and attenuation).
The mean profile from each of the 13 data sets is plotted in Figure 9. The
figure shows that the 12 data sets collected with constant concentration
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g
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Distance from transducer (cm)

Figure 9. Temporal variation in the mean signal level (fixed amount of
sand)
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varied little in concentration over the 2-hr period. In Figure 10, each of
the mean vertical profiles has been averaged over three range intervals
(50-100 cm, 100-150 cm, and 150-200 cm). The three time series show

no systematic trend and the standard deviation of the 12 data sets is less
than 0.25 dB. It was concluded that a waiting period of 10-25 min is suffi-
cient to reach a stable particle distribution.
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Figure 10. Standard deviation of the vertically averaged ensembles (fixed
amount of sand)

Sensitivity to mounting position

The 600-kHz and 2-MHz transducers were removed and installed each
time particles were added to the tank. Mounting fixtures were constructed
in order to ensure repeatable positions, within 0.25 cm or + 0.5 deg. To
verify that the data are not sensitive to the exact position of the trans-
ducer, nine data sets at constant concentration were collected as the posi-
tion of the 2-MHz transducer was systematically changed. For each of the
nine configurations shown in Table 5, 100 pings were collected.

16
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Table 5

Position af Transducer During
Mounting Test

Run Number 2-MHz Mounting Position

1 Tranaducer on center ine

2 Transducer 1.25 cm off center line
3 Transducer 2.50 cm off center line
4 Transducer 3.75 cm off conter line
5 Tranaducer 5.00 cm off center line
6 Transducer 6.25 cm off center line
7 Transducer 7.50 cm off center line
8 Transducer on center line, tilted 3
° Traneducer on centor ine, tilted 6

The vertical profiles derived when averaging over 100 pings are shown
in Figure 11. For each run, the average scattering level (between 50 and
150 cm) was averaged and plotted in Figure 12. This figure shows the
variation with transducer position to be small and the standard deviation
between the runs to be 0.32 dB: It was concluded that backscatter data are
unaffected by small changes in transducer position.
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Figure 11. Variation in the mean signal level when the transducer position

is changed
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Repeatabliity of a complete run

To determine whether results were repeatable, a “double run” was car-
ried out with 212- to 300-um silica sand. During this run, data were col-
lected at each concentration, first with the 600-kHz system, then with the
2-MHz system, followed by a water sample, then at 600 kHz and again at
2 MHz, followed by a second water sample. This procedure was carried
out for a full run (eight different concentrations) and generated two sets of
backscatter data for each frequency. Results are shown in Figures 13 and
14; they show minimal backscatter variations.

In addition to the double run, two full runs with 212- to 300-um sand
were carried out on two different days with different persons operating the
tank. The results of the test are shown in Figures 15 and 16 for the two
acoustic systems The relatively small variations in the acoustic scatter-
ing level support the conclusion that the acoustic measurements are repeat-
able, well within the overall project specification of 3 dB. Similar tests
were conducted fcr very fine particles (less than 10 um), with unusual re-
sults. These results ~re discussed in the section titled “Fine sediments.”

Repeatability - Gravimetric Analysis

Using preweighed glass fiber filter paper recommended for gravimetric
analysis, the samples were filtered, dried, and weighed to determine total
mass. Numerous tests of the sample processing were performed with
known amounts of sediment to determine its accuracy and repeatability
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75F .. 2*-RunA . . o _;..._. . ) . 4

7}k o-RunB

[ { E——— . . . e

Backscatter (db) - Arbitrary Reference

4S9 5 10 15 20 25 30

10*log(Mecasured Concentration)(mg/L)

Figure 14. Repeatability test, 2 Mhz - “Double run”

(see Table 6). At lower weights (< 100 mg), the processing was repeat-
able to £ 3 mg. The main source of uncertainty appears to be the presence
of additional water in the filter paper, a result of variable drying time,
which depends on type and amount of sediment. At higher sediment
amounts, the process was repeatable to + 3 percent.
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Table 6
Weights of Samples of Known
Concentration
Sediment Measured
Sampie Number | Present, mg Sediment, mg
1 27 28
2 6 7
3 40 44
4 18 21
5 107 108
6 R 34

Repeatability - Water Sampling

The system for water sampling was tailored after the recommendation
described in an article by M.J Crickmore and R.F. Aked (1975). The moti-
vation for their work was the need for a practical pump-out system.
Through a series of laboratory and field experiments the authors showed
that the water velocity at the inlet can be different from the oncoming ve-
locity of the ambient fluid.

In sum, their experiments with 90- to 200-um diameter particles
showed that:

a. There is no significant bias as long as the inlet velocity is larger than
1.0 m/sec.

b. Flow rate for the sampling system is immaterial.

c. The inlet should be pointed into the flow to avoid the 18-percent
underestimation of concentration observed when the inlet was
pointed in the direction of the flow.

As described in Chapter 2, the pump-out system meets all of these
criteria.

To quantify the extent to which the pump-out system produces consis-
tent samples, five water samples were drawn at constant concentration
from the area in the tank where the water samples were drawn during stan-
dard data runs. The test was carried out twice with slightly different con-
centrations of 212- to 300-itm silica sand. The results are shown in Table 7.
These results indicate that the water sampling results were repeatable to
within a standard deviation of approximately 10 percent.

- o |



Table 7

Weights of Pump-Out Samples
Sample Number Run 1 Run 2
Sample 1 83mg 116 mg
Sample 2 92mg 128 mg
Sample 3 74 mg 105 mg
Sampie 4 79mg 115mg
Sample 5 90 mg 108 mg
Mean 84 mg 114mg
Standard deviation 7mg 8mg
Table 8 ‘

Samples Taken from Different Vertical
and Horizontal Positions in the Tank

Position Runt,mg [(Run2,mg
Mean at “normal spot” 84 114
(center line)

Half way to wall 88 58

Close to wall 21 221

1 ft above "normal spot” 17 114
(center line)

2 ft above "normal spot” 166 93

(center line)

Water samples taken from different po-
sitions in the calibration chamber
showed significant variations. During a
run with 212- to 300-um sand, pump-out
samples were taken at various locations
in the tank to quantify these variations,
and results are shown in Table 8. The ini-
tial reaction after run 1 was that some-
thing had gone wrong during the test.
Run 2 shows more consistent data along
the vertical center line (114 mg, 114 mg,
and 93 mg) but there still is considerable
variation in the horizontal plane. Given
the repeatability of the pump-out sam-
ples established by the data shown in Ta-
bles 6 and 7, the data presented in Table
8 probably show that there were still sig-
nificant local variations in the tank, at
least for the time scale defined by the
time it took to draw a water sample
(100 sec). Within the time constraints of
the experiment, no further tests were con-
ducted to establish alternative explana-
tions for the variations reported in
Table 8.

Comparisons between measured and
nominal concentration (see the section ti-
tled “Nominal Sediment Concentration”
in Chapter 2) are shown in Figures 17
and 18. Figure 1 s> )ws the results for
300- to 355-pm silica sand, and Figure
18 shows the results using field samples
from the James River in Virginia. The

mean diameter of the sediments from this location is approximately 6 pum.
As expected, measured concentrations are lower than the nominal values,
due to material trapped in the return lines, collecting on the funnel at the
bottom of tank, or otherwise caught in the system. The differences be-
tween nominal and observed values are smaller for the fine field samples
than they are for the large sand particles. This is consistent with visual ob-
servation showing a significant aggregation of particles on the funnel for

the larger size classes.

From the figures, it can also be observed that the relative difference be-
tween nominal and measured concentration becomes smaller at high con-
centrations. This may reflect that the relative amount of material being
trapped in the system is reduced at high concentrations.

22
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Acoustic Contamination

One of the most critical and most difficult aspects of the experiment
was to maintain a sufficient level of cleanliness within the calibration
chamber, especially with smaller sediments, since a very small amount of
foreign material is sufficient to bias the acoustic data significantly. A care-
ful routine was developed, using the chamber’s in-line filter system, to
keep contaminating material to a minimum.

As a reference, background files were taken with every data set to
show the acoustic return levels prior to the addition of sediments. In
these files, the tank was placed in a fully operational condition, with the
pump on and filters out of line for data collection. During some runs, con-
taminating material was unavoidable and scattering values were affected
at lower concentrations.

At several points during the course of the experiment, there was con-
cern over the potential presence of micro bubbles in the water column.
These bubbles could affect both backscattering and signal attenuation. Nu-
merous experiments were performed to look for specific evidence relating
to bubbles; none of these experiments provided evidence to confirm a sig-
nificant effect. As a precaution, several steps (based on practical experi-
ence) were taken to avoid contamination from small bubbles. They were:

a. Only water that had been standing still for some time and effectively
degassed was used when the calibration chamber was replenished.
Normally, water from the larger tank was used. Tap water required
a delay of approximately 3 days for natural degassing to occur.

b. Every run started with a check of the background scattering level.
No run was started before the background level was close to the
electronic noise level. With few exceptions, this procedure was
followed successfully.

c. Particles were mixed with water, degassed in a vacuum chamber, and
usually left standing for more than an hour before the mixture was
added to the tank. Additionally, data were not collected for a
minimum of 10 min after the mixture was added. These procedures
imposed waiting periods so that bubbles entrained with the mixture,
or that resulted from changing transducers, would have a chance to
rise to the surface.

Chapter 3 Experimental Accuracy and Repeatability




Special Problems

Temperature sensitivity

During data analysis, it was noted that the attenuation data measured
with the 600-kHz single-beam system varied in a manner inconsistent with
theory, which predicts increasing attenuation with increasing concentra-
tion. The unexpected variation was investigated further.

After several failed hypotheses (e.g., change in scattering off the fun-
nel due to accumulation of sediments), the problem was found to originate
in temperature-sensitive pre-amplifiers, especially at low amplification
levels (high echo levels). During most of the runs carried out during
March, the air temperature was constant during the day and sensitivity did
not manifest itself. During a heat wave in April, however, the temperature
around the transducers was estimated to have varied from 20 °C in the
morning to 30-35 °C in the afternoon.

A temperature sensitivity calibration was performed in an environmen-
tal chamber and the results for the 600-kHz system are shown in Fig-
ure 19. As can be seen, the problem mostly affects the low preamplifier
settings. The low preamplifier settings are required to measure the strong
bottom reflections used to calculate the attenuation. When measuring the
backscatter signal, the preamplifier settings were 32 or higher and the tem-
perature effect would have been at most 1.5 dB for a £ 5 °C temperature
change at 25 °C. The receive circuitry of the 2-Mhz system is less sensi-
tive to temperature than the 600-kHz system.

Change in preamp gain (db)

Temperature (deg C)

Figure 19. Temperature sensitivity of 600-kHz receivers
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Fine sediments

The sieving equipment achieved uniform size classes ranging from 38
to 850 um. Several attempts were made to calibrate the return signal for
smaller size classes, leading to some unusual results. Two materials in
particular produced similar, but inconsistent, results. The materials were
silica sand, ranging from approximately 1 to 10 um in diameter (referred
to by the manufacturer as 15-pum Sil-co-sil), and pulverized kaolinite,
which has a mean particle size of approximately 1.5 um and a very broad
distribution (from 0.2 to 50 um).

A large concentration (typically 500-1,000 mg/1) of these materials was
added to the calibration chamber at the beginning of each run. Acoustic
backscattering and sediment concentration data were collected approxi-
mately every 30 min. Figures 20 and 21 show the results for kaolinite and
15-m silica, respectively, using data from the 2-MHz system. The horizon-
tal axis shows measured sediment concentration, and the vertical axis
shows mean backscattering level. Elapsed time between data points has
been noted on the figures. Figure 20 shows that scattering levels for the
kaolinite changes by approximately 20 dB, while the measured concentra-
tion only changes by approximately a factor of 2 (3 dB) during the same
interval. Similarly, for the 15-um silica, scattering levels change by ap-
proximately 10 dB, while again the concentration only changes by a factor
of 2. The same pattern was observed with the 600-kHz system. Thus, the
decrease in backscattering level with time far exceeded the corresponding
decrease in sediment concentration.
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Figure 20. Run JO1A - temporal variability of scattering level from kaolinite
(2 MHZz/long pulse)
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Figure 21. Run J18A - temporal variability of scattering level from 15-um
silica (2 MHz/long pulse)

The original hypothesis for the large change in scattering was that the
size distribution was changing through cohesion between the particles - or
lack thereof. Several tests were run with and without deflocculant and in-
creasing levels of mixing, blending, and degassing. The test results
shown in Figure 21, for example, were collected using 15-um silica and a
deflocculant. No change in results was observed in any of the tests, and
the hypothesis was finally discarded.

The second and final hypothesis was based on the mechanisms by
which sediment becomes trapped in the system. Most is either caught on
the funnel, or passes by the upper edge of the funnel and is trapped be-
neath the funnel. Conceivably, these trapping mechanisms could be bi-
ased for different particle sizes, effectively changing the size distribution
with time. Since the largest particles, which dominate the backscatter,
have higher fall velocity than the smaller particles, their residence time in
the tank is shorter and they are more prone to being trapped.

A test of this hypothesis started with the calibration chamber having
been run for 24 hr with 400 mg/l of 15-um silica. This initial concentra-
tion is shown in Figure 22 as the concentration at time zero. Then,

800 mg/1 of 15-um silica was added (to a total of 1,200 mg/l), increasing
the scattering level by approximately 5 dB. Finally, approximately 400
mg/l1 of 45- to 63-um silica sand was added and the larger particles com-
pletely dominated the scattering level (15-dB increase). This mixture was
left running over 48 hr, at which point the concentration was about 700
mg/l and the scattering level returned to the level originally seen when
there were only 15-pum silica particles.
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Figure 22. Run J19A - scattering level from 15-um and 45- to 63-um silica

The data fit the hypothesis of selective trapping of sediments, since the
larger size class had completely disappeared after 48 hr. It was concluded
that this phenomena was the major cause for observed changes in scatter-
ing levels. As a consequence of this selective trapping mechanism, the
calibration facility was unable to be used to calibrate the acoustic systems
for sediment sizes less than 10 um. Material in the 10- to 38-um range
was not available for testing.
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4 Calibration

The acoustic systems were individually calibrated to ensure that the re-
sults of the experiment can be applied to any other experiment carried out
with calibrated acoustic systems. In addition to knowing the exact instru-
ment characteristics, an accurate description of the propagating pulse is re-
quired to calculate the parameters that describe the scattering process. In
describing the propagation, there is a distinction between the transducer
near and far field. The separation can be made at a near field distance
d*/\ where d is the transducer diameter and A is the acoustic wavelength.
For a 600-kHz system with 10-cm transducers, the separation distance is 4
m. In the far field, acoustic pressure decreases with distance r by a factor
1/r as a result of the spherical spreading. In the near field, this equation is
not valid and can only be evaluated through numerical integration of the
governing equations.

For low-frequency transducers (<1 MHz) applied in apen-water opera-
tions, the distinction between near and far field is normally not signifi-
cant. The range of the system is much longer than the near-field distance
and nearly all the significant processes take place in the far field. For
tank experiments, however, narrow beam transducers do not generate a
well-behaved acoustic pressure field within the length of the tank. A
range-dependent correction term that includes near-field effects must be
included to describe that backscatter data correctly.

In the following sections, the overall model for the transmit signal, vol-
ume scattering, and receive response are described. The model is de-
scribed in the section titled “Modelling” below. In the section titled
“Near Field,” the particular characteristics of volume scattering in the
near field are described. The section titled “Receiver Response” describes
the relative receive responses of the systems. The last section of this chap-
ter, titled “Transmit and Receive Calibratinn,” deals with transmit and re-
ceive calibration and reports the results.

Chapter 4 Calibration
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Modelling

There are two basic elements in the calibration of an acoustic system:
transmit calibration, i.e., pressure generated in the water column, and re-
ceive calibration, i.e., the system output for a given pressure in front of
the transducer. In addition, when modelling volume scattering, appropri-
ate expressions for the beam pattern and the scattering must be included.
Suspended sediment concentrations in the calibration chamber are as-
sumed to be homogeneous, thereby simplifying the range-dependent cor-
rections. The corrected data are referred to as range-normalized. The
system is referred to as calibrated when all the parameters describing
transmit and receive are known.

For acoustic backscatter applications, the transducer typically has the
shape of a piston. For modelling purposes, the transducer can be thought
of as having an infinite number of elements that all are radiating energy in
spherical shells. Defining a scaling parameter B, with units of Pa*m, the
transmitted rms pressure p at a point » (bold characters signify vectors) in
the water can be expressed as an integral over all the individual transducer
elements (Ma et al. 1987) as:

BO eik lr=71 e—awr e I—a‘dr @)
p(r)=7I dAl = B,¥ (r8) X (r)
A

lr-ri

where

l eiklr—r’l
¥ (r,0) = AIIIA ———- dAl

X(r)= e—awr—ja’(r)dr

where k is the acoustic wave number and 7 is a point on a circular trans-
ducer of area A and radius a, ¥ is the range-dependent beam pattern in
units of inverse meters. Media-dependent transmission losses are col-
lected in the factor X(r). The term for water absorption is o, (units of ne-
pers/meter). Losses caused by scatterers present in the water column are
collected in the attenuation coefficient a,. The latter is expressed in its
most general form as an integral where the concentration and the size dis-
tribution can vary along the transmit path.

As indicated in Equation 2, the expression for p(r) can be expressed in
terms of the distance (r) along the center axis and the angle (8) off the
axis when the transducer is symmetrical. To the first order, the far-field
approximation (r>>a) of p(r) can be expressed as:
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B, ©)
p(r.0=0)fa, = X

since

lim _1
r/a - ¥(r0=0) =7

When the piston transducer is calibrated for transmit level, the pressure
in clear water (a_ = 0) is measured at a distance r” along the center axis
and then reduced to a reference distance of 1 m. The reference pressure
P, (units of Pa*m) is used to normalize Equation 2 as follows:

PV @

=X T XD

B, ,
-';,—X(r’) < B, = p,

As the transmit pulse propagates outward, a fraction of the energy is
scattered by the individual particles present in the water column. The
acoustic cross section s per unit volume per steradian in the backscatter
direction can be defined in terms of the incident pressure p, and the scat-
tered pressure p,_at a distance r, from the scattering volume as follows:

&)
p.T -
s, = (’_O.)ld(p 1
P;

where

dd = (rzdﬂ)[%cd'r)

T = pulse length (sec)
¢ = speed of sound (m/sec)

The term d @ is the differential scattering volume and needs to be inte-
grated over the cross section of the beam pattern d Q and over the transmit
pulse dt.

When the scattered pressure wave is received by the transducer, it is
preferentially treated with respect to direction and the angular response
function is equal to the transmit dependency expressed in Equation 2. Tak-
ing the case of an individual particle located at a position r,, from the trans-
ducer, the receiver output (disregarding noise terms) is:

v (6)
V.*C = P. 1 o= 71 X(rpdA =p r)¥ (r,,0) X (r)
A
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where V_ is the measured output at the transducer terminals and C is a
calibration coefficient. This assumes that the spherical wave generated by
the scattering process has no angular dependency within the sector that bi-
sects the transducer. While this assumption of quasi-isotropic scattering
may not be accurate for an individual particle, the average scattering pat-
tern can be assumed to be broad at small angles around the backscatter
direction.

The data for the receive calibration is obtained in an experimer:tal
setup that approximates the condition where a plane wave is transmitted
toward and along the center line of the transducer. Pressure (p,, )i
measured just in front of the transducer and the receiver rms output (V,)
is measured. The calibration coefficient C is the plane wave sensitivity
coefficient and it models both the receiver response and the transducer ef-
ficiency. C’ is not a constant but may vary as a function of acoustic pres-
sure if the receivers are nonlinear:

Vm *C (pedw) =P echo (7)

The measured term p the equivalent plane wave response to a

spherical wave, is:

pecho =P ¥ (rO) X (r()) (8)

echo”

The beam forming at transmit, expressed by Equation 2, the scattering
expressed by Equation 5, and the receive response, expressed by Equa-
tion 6, can be integrated over the scattering volume under the assumption
of linear superposition, i.e., the order of integration can be changed,
which results in the following:

)]
V’:* c?= pozj J sv‘P‘(r. X () Vacdv) (P dQ)
Q=
(receive) (xmit) (scatt) (beam) (loss) (volume)
Assuming that the acoustic scattering cross section only varies slowly

over the size of the transmit pulse, the logarithm of Equation 9 can be ex-
pressed as:

10log,, (V2 * C’) = 10log, (p;) + 10log, () + 10log,(s) + (1O

IOIog,OI ¥ (r.0) " dQ + 40log,,(X)
Q

Chapter 4 Calibration




where / is the two-way length of the transmit pulse in units of meter. As-
suming a homogeneous concentration and grain-size distribution along the
beam path, for which o, is constant, the far-field approximation of Equa-
tion 9 is the usual sonar equation for volume scattering. After rearranging
the terms, it is:

V *xC (11)
S, = 10log,,(s) = 20log,, e |” 10log,, (1) + 2010g,o (1) +

20'r - 101ong‘ b’®©)dQ, b(8) = ¥’ (8), o’'(dB/m) =
Q

(@, + o) * 20 log,, ()

where b(0) is the classical definition of the range-independent beam pat-
tern and o’ in units of dB/m represents the losses from water absorption
and particle-dependent attenuation.

The term for water absorption, &, is given by Fisher and Simmons
(1977) as:

o, = 107°f%(55.9-2.37T+4.77+ 102 T>-3.48+ 107 ) (12)

in dB/m, where T is in degrees Celsius and fis in hertz. Francois and Gar-
rison (1982) determined a somewhat different relationship as follows:

For T<20°C (13)
o, = 107°f2(493.7-25.9 * T+9.11% 10 + T3~ 1.50 + 1072 T)

ForT>20°C
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a, = 10

3(396.4- 1146 * T+1.45%10" *+T2-6.5 +10™ +T)
In the data analysis o is 0.8 dB/m for the 2-Mhz system and

0.08 dB/m for the 600-kHz system. These values are the mean result of

the two algorithms (Equations 11 and 12). It is assumed that both systems

operate in clean water and at a temperature of 20-25 °C. The attenuation

coefficient o was measured directly in the experiment, as described in the

section titled “Correction for particle attenuation” in Chapter 5.
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Near Field

The function ¥2, or the range-dependent intensity of the transmitted
pressure field, was evaluated analytically along the center axis of the
transducer (Ma et al. 1987). The results are shown in Figures 23 and 24
for the 600-kHz and the 2-Mhz systems, respectively. There is a signifi-
cant discrepancy (31 dB) between the exact model and the far-field re-
sponse function (1/7%) over a distance that roughly corresponds to half of
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Figure 23. Intensity of the pressure field along the center axis, 600 kHz

Psi” 2 along center-axis

Figure 24. Intensity of the pressure field along the center axis, 2 MHz
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the previously defined near-field distance. The figures also show the in-
tensity of the pressure field to exhibit nodal features. These features can
be interpreted as the interference pattern generated by the individual ele-
ments of the transducer. The last minimum occurs at a distance equal to
one eighth of the near-field distance. These features have caused concern
amongst other researchers (Ma et al. 1987) because these minima are
“blind spots,” where particles cannot be seen. To suppress these nodes,
acoustic shading techniques can be implemented. Acoustic shading, in
this case, is implemented by using transducers that do not respond uni-
formly to the driving electrical current but have a tapered response toward
the edges of the transducer. As will be seen later, the concern about nodes
may have been unwarranted.

The integral of ¥* will converge toward the product of the far-field
spreading loss, i.e., 1//2, and the integral of the range-normalized beam
pattern. A final check of the numeric integrations can thus be done by
comparing the results with the far-field beam pattern. For a piston-shaped
transducer, the far-field approximation can be evaluated analytically and
the results are shown in Figures 25 and 26. The numerically evaluated inte-
gral converges asymptotically to the far-field solution.

Finally, the solution of the integral <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>